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Abstract:
We develop a penalized likelihood estimation framework to learn the structure of Bayesian networks, represented as directed acyclic graphs, from different types of data. Our main contribution is a family of score-based structure learning algorithms which do not restrict the search space. When experimental intervention is available, our methods construct causal networks in which a directed edge represents the causal relation between two nodes. We provide a comprehensive comparison of our approach to several popular structure learning methods on graphs with up to 8,000 nodes, and show that our algorithms obtain higher accuracy for high-dimensional data and scale efficiently as the number of nodes increases. We also establish theoretical guarantees for estimation and structure learning consistency under our framework. Our methods have been implemented as a new R package, sparsebn, which is freely available on CRAN.
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